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Introduction: Key Terms

• Artificial Intelligence (AI) - Generally, refers to computer systems that can perform 
complex tasks normally done by human-reasoning, decision making, creating, etc. 
However, there is no single, simple definition of AI because AI tools are capable of a 
wide range of tasks and outputs.

o Generative AI (GAI) - A type of AI that can learn from and mimic large amounts of 
data to create content such as text, images, music, videos, code, and more, 
based on inputs or prompts. GAI is distinguished from other AI types by its ability to 
create novel output.

• Duty of Care - A fiduciary duty requiring directors and officers of a corporation to 
make decisions that pursue the corporation’s interests with reasonable diligence and 
prudence. Laws and regulations require companies to demonstrate a duty of care in 
designing and producing their goods so that they are safe for release and use. The 
same applies to AI tools. 

• Environmental, Social, and Governance (ESG) - Refers to a set of standards used to 
measure an organization’s environmental and social impact. Started in the context of 
investing, but has grown to apply to customers, suppliers, employees, and the general 
public. There is no single, simple set of standards because different frameworks and 
organizations focus on different standards.

Source
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Intersection of AI and ESG & Sustainability 
2024 Edition of KPMG Survey of Sustainability Reporting

Source
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Intersection of AI and ESG & Sustainability 

• Setting, meeting, and reporting on ESG and sustainability targets has become part of “business 
as usual” for most of the world’s largest companies, as well as many other organizations, and 
these organizations face pressure to do so efficiently and consistently. 

• In some jurisdictions, these targets and disclosures are (or will be) mandatory—e.g., EU's 
Corporate Sustainability Reporting Directive (CSRD) and California's SB 253 and SB 261.

• Increasingly, organizations are looking to AI tools to help them do so, including to:

o Analyze vast amounts of data to assess organizations’ activities for ESG or sustainability 
reporting or to inform better investment decisions. 

o Identify and mitigate ESG risks and improve governance. 

o Improve DEI strategies by screening candidates fairly and objectively. 

Benefits and Opportunities
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Intersection of AI and ESG & Sustainability 

The use of AI also presents risks and challenges to organizations’ ESG and sustainability agendas, 
including :

• Environmental Impact/Footprint: The use of AI relies on large data centers that consume 
substantial amounts of electricity (for power) and water (for cooling). This can significantly impact 
an organization’s progress towards its reduction targets for energy, water, and carbon emissions. 

• Greenwashing Allegations: Failure to adequately assess and report on the environmental 
impact/footprint of AI tool usage may expose an organization to “greenwashing” allegations. 
Similarly, data errors leading to inaccurate AI conclusions for ESG and sustainability reporting may 
result in such allegations, which carry legal and reputational risks. 

• Biases: Flaws in or inadequate governance over AI tools may lead to the creation of harmful 
biases in the tools, such as unintentionally favoring or discriminating against specific individuals or 
categories of individuals in recruitment and hiring. This could lead to discrimination claims or 
enforcement actions. 

Risks and Challenges

Accordingly, there are increasing calls and attempts to legislate or 
regulate AI development and use, but challenges abound...
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AI and the Duty of Care

EU Artificial Intelligence Act (2024)

• World’s first comprehensive AI law. 

• Aims to ensure that general-purpose AI models placed on the European market 
— including the most powerful ones — are safe and transparent.

• The new rules establish obligations for providers and users depending on the level 
of risk, including:

o “Unacceptable Risk”: With exceptions for law enforcement purposes, 
certain AI applications are to be banned in the EU, including cognitive 
behavioural manipulation of people or specific vulnerable groups (e.g., 
children), social scoring AI, biometric identification and categorisation of 
people, and real-time and remote biometric identification systems (e.g., 
facial recognition in public spaces). 

o “High Risk”: AI systems that negatively affect safety or fundamental rights. 
All high-risk AI systems will be assessed before being put on the market 
and also throughout their lifecycle. People will have the right to file 
complaints about AI systems to designated national authorities.

o “Low Risk”:  These AI systems will be subject only to limited transparency 
obligations where they interact with individuals.

• GPAI models, regardless of use case, have specific provisions governing them, 
primarily focused on transparency, including issuing technical documentation, 
compliance with EU copyright law, and providing summaries of the training data.
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AI and the Duty of Care
EU AI Act: Implementation Timeline

Entered into application on August 1, 2024, but none of the 
requirements began to apply at this stage. They will begin to apply 
gradually, with compliance dates in 2025-2027, including:

• August 2, 2025: The following rules start to apply:

o Notified bodies (Chapter III, Section 4),

o General Purpose AI (GPAI) models (Chapter V),

o Governance (Chapter VII),

o Confidentiality (Article 78)

o Penalties (Articles 99 and 100)

• August 2, 2026: The remainder of the AI Act starts to apply, 
except Article 6(1).

• August 2, 2027: Providers of GPAI models that have been placed on 
the market / put into service before August 2, 2025 need to be 
compliant with the AI Act.
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AI and the Duty of Care

General Purpose AI Code of Practice (GPAI Code)

• July 10, 2025: EU AI Office issued final version of GPAI Code, a 
voluntary tool, prepared by independent experts in a multi-
stakeholder process, designed to help industry comply with 
the AI Act’s obligations for providers of general-purpose AI 
models.

• It is complemented by Commission guidelines on key 
concepts related to general-purpose AI models.

• The European Commission and the AI Board have confirmed 
that the code is an adequate voluntary tool for providers of 
GPAI models to demonstrate compliance with the AI Act. 
(De facto operational playbook, at least for now)

• Once the GPAI Code is endorsed by the Member States and 
the Commission, adherence to the Code will enable 
providers of general-purpose AI models who voluntarily sign 
the GPAI Code will be able to demonstrate compliance with 
the relevant AI Act obligations. This will benefit GPAI Code 
signatories through a reduced administrative 
burden and increased legal certainty compared to providers 
that prove compliance in other ways.
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AI and the Duty of Care
General Purpose AI Code of Practice (GPAI Code)

Consists of three chapters: Transparency and Copyright, 
both addressing all providers of general-purpose AI models, 
and Safety and Security, relevant only to a limited number 
of providers of the most advanced models (those that are 
subject to the AI Act's obligations for providers of general-
purpose AI models with systemic risk under Article 55 AI Act).

1. The Transparency chapter (PDF) offers a user-
friendly Model Documentation Form (DOCX) which 
allows providers to easily document the information 
necessary to comply with the AI Act obligation to on 
model providers to ensure sufficient transparency.

2. The Copyright chapter (PDF) offers providers 
practical solutions to meet the AI Act's obligation to 
put in place a policy to comply with EU copyright 
law.

3. The Safety and Security chapter (PDF) outlines 
concrete state-of-the-art practices for managing 
systemic risks, i.e. risks from the most advanced 
models. 
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AI and the Duty of Care

Organisation for Economic Co-operation and Development (OECD) AI Principles

• Adopted in 2019 and updated in 2024 but lacks legal force.

• Principle 1.3 stipulates the need for AI actors to "commit to transparency 
and responsible disclosure regarding AI systems".

• To achieve this goal, AI actors are encouraged to "provide meaningful 
information, appropriate to the context, and consistent with the state of 
art".

• This duty is expressed in absolute terms, with no references to the 
expected degree of transparency being dependent on the 
circumstances of the AI use. 

• However, U.S. and U.K. approaches differ—they implicitly acknowledge 
that the level of required disclosure will vary depending on the context. 
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AI and the Duty of Care

US Federal Initiatives

No comprehensive federal AI law yet, but a patchwork of laws, 
Executive Orders, etc., including:

• February 11, 2019, Trump Executive Order (EO) 13859, 
Maintaining American Leadership in Artificial Intelligence. First-
of-its-kind EO to specifically address AI, recognizing the 
importance of AI to the economic and national security. 

• January 23, 2025, Trump EO 14179, Removing Barriers to 
American Leadership in Artificial Intelligence, rescinded Biden 
EO on AI and called for the establishment of a new plan for AI. 

o April 3, 2025, Office of Management and Budget (OMB) 
released two memos M-25-21: Accelerating Federal Use 
of AI through Innovation, Governance, and Public 
Trust (M-25-21) and M-25-22: Driving Efficient Acquisition 
of Artificial Intelligence in Government (M-25-22), which 
rescind and replace two Biden Administration memos 
on the same topics. 

o July 23, 2025, White House released America’s AI Action 
Plan, outlining 90 policy actions to implement the new 
AI policy.
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AI and the Duty of Care
US Federal Initiatives (continued)

• December 2020, AI in Government Act of 2020 – Created the AI Center 
of Excellence within the General Services Administration and directed 
OMB to issue a memorandum informing federal agencies of policies for 
acquisition and application of AI and identifying best practices for 
mitigating risks.

• January 2021, National AI Initiative (NAII) Act of 2020 – Established 
direction and authority to coordinate AI research, development, and 
demonstration activities among civilian agencies, the Department of 
Defense, and the intelligence community to ensure that each informs 
the work of the others.

• 2023 Update to the National Artificial Intelligence R&D Strategic Plan, 
proposed for update in 2025 – Outlines strategic areas for R&D, such as 
making long-term investments in fundamental and responsible AI 
research; understanding and addressing the ethical, legal, and societal 
implications of AI; and ensuring the safety and security of AI systems. 

• August 2023 DHS Policy Statement 139-06 Acquisition and Use of Artificial 
Intelligence and Machine Learning by DHS Components – Provides that 
DHS will acquire and use AI only in a manner that is consistent with the 
Constitution and all other applicable laws and policies.

• May 2025, TAKE IT DOWN Act – Criminalizes the creation and distribution 
of nonconsensual intimate visual depictions, including AI-generated 
deepfakes, and establishes a notice-and-takedown process for online 
platforms.
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AI and the Duty of Care
US State-Specific Developments 

• Since 2019, 17 states have 
enacted 29 bills focused on 
regulating the design, development 
and use of artificial intelligence.

• Illinois, New York, Texas, and 
Vermont's legislation fosters 
interdisciplinary collaboration 
through creation of task forces, 
working groups, or committees 
focused on the potential impacts of 
AI systems on consumers and 
potential cybersecurity challenges.

• Other states' legislation focuses on 
protection from unsafe or ineffective 
systems, data privacy, transparency, 
protection from discrimination, and 
accountability.
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Other Statutes or Policy Documents

• H.R.9671, the Department of Energy Artificial 
Intelligence Act of 2024, seeks to provide guidance for 
and investment in the research and development 
activities of AIat the Department of Energy, and for 
other purposes.

• The White House released "Winning the AI Race: 
America's AI Action Plan," on July 23, 2025 with goals 
that aim to accelerate innovation, building American 
AI infrastructure, and lead in international diplomacy 
and security.

• Artificial Intelligence Risk Management Framework (AI 
RMF) is a risk-based, voluntary framework designed by 
the National Institute of Standards and Technology 
(NIST) to help organizations govern, assess, and 
manage AI risks while promoting the development of 
trustworthy AI systems. The AI RMF aims to create a 
world where AI can thrive responsibly. 

AI and the Duty of Care
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AI and The Duty of Care
Directors’ Duties

• Directors must also ensure they are aware of how AI is being developed 
and/or implemented by and in their companies’ businesses, as well as the 
related risks and impacts.

• Laws such as the Delaware General Corporation Law and Ireland’s 
Companies Act 2014, along with landmark cases on directors’ duty of care, 
highlight the significance of proper oversight.

• Directors should be aware of the global regulatory landscape, industry 
standards, and best practices applicable to AI and implement a robust AI 
corporate governance framework within their organization to identify, 
mitigate, and manage related risks. 

• Some organizations have created a Chief AI Officer (CAIO) role, who focuses 
on strategically deploying AI to transform business operations and drive 
competitive advantage, as distinct from the Chief Technology Officer (CTO), 
who primarily oversees the development and implementation of technology 
across an organization.  

21
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Ethical Considerations in Legal and Compliance Roles

Currently Available Guidance – e.g., International Bar Association (IBA)

• IBA General Principle 1: A lawyer shall maintain independence and be afforded the 
protection such independence offers in giving clients unbiased advice and 
representation. A lawyer shall exercise independent, unbiased professional judgment 
in advising a client, including as to the likelihood of success of the client’s case.

• IBA General Principle 2: A lawyer shall at all times maintain the highest standards of 
honesty, integrity and fairness towards the lawyer’s clients, the court, colleagues and 
all those with whom the lawyer comes into professional contact.

• IBA General Principle 4: A lawyer shall at all times maintain and be afforded protection 
of confidentiality regarding the affairs of present or former clients, unless otherwise 
allowed or required by law and/or applicable rules of professional conduct.

• IBA General Principle 6: A lawyer shall honour any undertaking given in the course of 
the lawyer’s practice in a timely manner, until the undertaking is performed, released 
or  excused.

• IBA General Principle 10: Lawyers are entitled to a reasonable fee for their work, and 
shall not charge an unreasonable fee. A lawyer shall not generate unnecessary work.
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Ireland

• Section 150 Legal Services Regulation Act 

• Not limited to time input, although that has 
historically been the key metric

• Billing transparency

• Records & document flagging

• Client engagement and transparency, 
supervision, vetting, filtration, “first draft” 
pass & iteration

Ethical Considerations in Legal and 
Compliance Roles
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ABA Formal Opinion 512

• Established current ABA guidelines in July 2024.

• Prior to this, individual states were leading the 
way on ethical obligations for their bars with 
regard to the use of GAI.

• For example, in 2023 and 
2024, Texas, Illinois, California, Florida, and other 
state level taskforces and Bar Associations 
released opinions on AI use and ethical 
considerations for lawyers. 

• Generally, these opinions are nonbinding, but 
instructive. 

Ethical Considerations in Legal 
and Compliance Roles
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Ethical Considerations in Legal and Compliance Roles
ABA Formal Opinion 512

Addresses the use of GAI in the context of ethical obligations covered by the ABA Model Rules of Professional Conduct, including:

1. Competence (Model Rule 1.1): Lawyers must understand the capacity and limitations of GAI and periodically update that 
understanding.

2. Confidentiality (Model Rule 1.6): Lawyers using GAI must be cognizant of the duty to keep confidential all information relating to the 
representation of a client, regardless of its source, unless the client gives informed consent. Other model rules require lawyers to 
extend similar protections to former and prospective clients’ information.

3. Communication (Model Rule 1.4): Lawyers have a duty to communicate with their clients and have legal obligations as fiduciaries, 
which include “the duty of an attorney to advise the client promptly whenever he has any information to give which it is important the 
client should receive.” Formal Op. 512 offers guidance on when, and to what extent, lawyers are required to communicate their use 
of GAI to clients.

4. Candor Toward the Tribunal (Model Rule 3.3 and Model Rule 8.4(c)): Duties to the tribunal require lawyers, before submitting materials 
to a tribunal (e.g., courts, arbitrators, administrative agencies), to review GAI output, including analysis and citations to authority, and 
to correct errors, including misstatements of law and fact, any failure to include controlling legal authority, and any misleading 
arguments.

5. Supervisory Responsibilities (Model Rule 5.1 and Model Rule 5.3): Partners and other lawyers with managerial or supervisory duties must 
establish clear policies regarding the permissible use of GAI and supervise lawyer staff to ensure compliance with these policies. 
Partners and other lawyers with supervisory responsibilities must make sure that nonlawyers (e.g., outside providers) are adequately 
trained in the ethical and practical uses of GAI.

6. Fees (Model Rule 1.5): Lawyers’ fees and expenses must be reasonable. Formal Op. 512 states that, in most circumstances, the lawyer 
cannot charge a client for learning how to work an AI tool (with exceptions). However, the opinion notes that, if a lawyer uses an AI 
tool to draft a pleading and spends 15 minutes to input the relevant information into the program, the lawyer may charge for that 
time and for the time necessary to review the resulting draft for accuracy and completeness.

26

https://www.americanbar.org/groups/professional_responsibility/publications/model_rules_of_professional_conduct/rule_1_1_competence/
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Practical Guidance for GCs and In-House Teams

Know Your AI Inventory
Confirm and Maintain 
Adequate Safety and 

Security of AI Systems

Develop and Implement 
Adequate Governance 
Framework
• Risk Management System
• Appropriate Oversight

Develop and Implement 
Adequate Training
• Including: Ensure legal teams 

are trained on tech competence
• Consider Necessary Training of 

Third-Parties (e.g., Providers)

Revisit Governance and 
Ethics Policies
• Include AI-Specific Clauses and 

Policies
• Acceptable Use Policy 

Ensure AI Considerations 
are Factored into ESG 

Processes (e.g., 
Materiality Assessment)

Embed ESG Oversight in 
AI Procurement and 

Design

Demand Traceability, 
Transparency, and 

Auditability
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Clark Hill. Simply Smarter.
At Clark Hill, our value proposition is simple. We offer our clients an exceptional team, dedicated to the 
delivery of outstanding service. We recruit and develop talented individuals and empower them to 
contribute to our rich diversity of legal and industry experience. With locations spanning across the 
United States, Ireland, and Mexico, we work in agile, collaborative teams, partnering with our clients to 
help them reach and exceed their business goals. 

Learn More: Data Privacy, Protection & Cybersecurity | Environmental, Social, and Governance (ESG) and Sustainability
29
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Legal Disclaimer
The views and opinions expressed in this material represent the view of the authors and not 
necessarily the official view of Clark Hill PLC. Nothing in this presentation constitutes 
professional legal advice nor is it intended to be a substitute for professional legal advice.
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